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So what is AI?

Systems that. . .
act like humans (Turing Test)
think like humans

think rationally
act rationally
act beneficially to humans

Play Ultimatum Game
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Rational Agents

For each possible percept sequence, a rational agent selects an action that
is expected to maximize its performance measure, given the evidence
provided by the percept sequence and any prior knowledge the agent has.
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Environment

Fully observable vs partially observable
Single agent vs multi-agent

Cooperative vs competitive
Deterministic vs non-deterministic
Episodic vs sequential
Static vs dynamic vs semi-dynamic
Discrete vs continuous
Known vs. unknown
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AI Concepts

Search
Adversarial Search (aka Games)

Meta-heuristic Search
Knowledge & Logic
Automated Planning: combines search & logic
Probabilistic Reasoning: Bayesian networks
Machine Learning (ML)
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ML Concepts

Supervised Learning
Unsupervised Learning

Reinforcement Learning
Neurocomputing & Deep Learning
Semi-Supervised Learning
Self-Supervised Learning
Multi-Instance Learning
Inductive Learning
Deductive Inference
Transductive Learning
Multi-Task Learning
Active Learning
Online Learning
Transfer Learning
Ensemble Learning
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Supervised Learning

In supervised learning the agent observes input-output pairs and
learns a function that maps from input to output.
Supervised learning leverages training data to build predictive models.

The outputs in the training set are called labels.
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Unsupervised Learning

In unsupervised learning the agent learns patterns in the input
without any explicit feedback.
The most common unsupervised learning task is clustering: detecting
potentially useful clusters of inputs.
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Reinforcement Learning (RL)

In RL the agent learns from a series of reinforcements: environmental
rewards/penalties.
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