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Network Anomaly Detection

User Behavior Analysis 

SPAM E-Mail Detection

Credit Card Fraud Detection

Malware/Benign-ware Identification

Malware Family Classification

Novel Malware Detection

Federated Learning for Data Privacy

Power Grid/SCADA Anomaly Detection
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Electrical Grid Anomaly Detection via 
Tensor Decomposition

One-Shot Federated Group Collaborative Filtering

Multi-Dimensional Anomalous Entity Detection via 
Poisson Tensor Factorization

General-Purpose Unsupervised Cyber 
Anomaly Detection via Non-Negative 

Tensor Factorization

MTEM ‘22: Malware Antivirus 
Scan Pattern Mining via 
Tensor Decomposition

MTEM ‘21: Random 
Forest of Tensors

[1]

[5]

[4]

[18]

[7]

[6]

[2,3]
SmartTensors AI

Catch'em all: Classification of Rare, Prominent, 
and Novel Malware Families [36]
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UNCLASSIFIED

M a l w a r e T e c h n i c a l E x c h a n g e M e e t i n g
L a w r e n c e L i v e r m o r e N a t i o n a l L a b o r a t o r y

JULY 25-27, 2023

Call for Participation
The Malware Technical Exchange Meeting (MTEM) is an annual classified meeting that brings together practitioners and

researchers from government, FFRDCs, academia, and industry. In its 14th year, MTEM 2023 will again discuss important

problems in the area of malware, reverse engineering, incident response, trends analysis, and research. MTEM will feature highly

relevant keynote speakers and presentations on new and novel work, and it will o↵er opportunities for networking and idea-sharing.

The 2023 Malware Technical Exchange Meeting will take place July 25-27, 2023, at Lawrence Livermore National
Laboratory in Livermore, California, in the San Francisco Bay Area.

Meeting Details
• General Session:

Full day Tuesday, July 25 and Wednes-
day, July 26

• Poster Session:

Evening of Wednesday, July 26
• Special Session:

Morning of Thursday, July 27

General Session
The MTEM 2023 general session

on July 25-26 will be held at the

SECRET//NOFORN level

Special Session
MTEM 2023 will feature a half-day spe-

cial session on the morning of July 27

at the TS//SCI level.

Poster Session
MTEM 2023 will feature a poster ses-

sion to showcase the many facets of

practice and research in the malware

domain. Poster session submissions are

welcome on any of the above topics and

should follow the same submission dead-

lines and guidelines as general session

submissions. The MTEM 2023 Poster

Session is UNCLASSIFIED//FOR OFFI-

CIAL USE ONLY / CUI.

Posters should be formatted as a single

poster sheet 36” x 48” and will be dis-

played on an easel-style stand. Presen-

ters are responsible for making arrange-

ments to print their posters. Further

information will be sent later to those

with submissions that are accepted as

posters.

Important Dates
• Abstract submissions due:

March 17, 2023
• Notification of acceptance:

April 18, 2023
• Registration opens:

Early Spring 2023
• Accepted presentations due:

June 30, 2023
• Registration closes:

July 7, 2023

Note: Presenters are responsible
for ensuring that all submissions are
cleared for presentation to their re-
spective audiences.

For more information:

Contact: mtem2023@llnl.gov

Visit: https://mtem2023.llnl.gov

LLNL-MI-844770 UNCLASSIFIED 1/2

Patent

Privacy and 
Security

World record

MalwareDNA: Simultaneous Classification of Malware, Malware Families, 
and Novel Malware

Semi-supervised Classification of 
Malware Families Under Extreme 
Class Imbalance via Hierarchical 

Non-Negative Matrix Factorization 
with Automatic Model Selection

Malware-DNA: Machine Learning for 
Malware Analysis that Treats Malware 
as Mutations in the Software Genome

Malware-DNA: Machine Learning for Malware Analysis that 
Treats Malware as Mutations in the Software Genome

Data Identification and 
Classification Method, 

Apparatus, and System, US, 
Provisional Patent 

63/472,188

[8]

[9] [10]

[11]

Classifying Malware Using Tensor Decomposition. 
Malware - Handbook of Prevention and Detection

[37]
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3-Dimensional Tensor
d = 3

Matrix
d = 2

Vector
d = 1
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Matrices (2-Dimensional Tensor)

Dimensions: User x Device 

Entry: Number of Connections

U
se

r

DeviceNum. of 
Connections
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Tensors (3+ Dimensions)

Num. Dimensions (d) = 3

Dimensions: User x Device x Success

Entry: Number of Connections

Suc
ce

ss

U
se

r

Device
Num. of 

Connections
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CANDECOMP/PARAFAC Decomposition (CPD)
1 2 R
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Hidden Patterns?

- Observable variables are often not that useful
Increase in ice cream consumption à 
Increase in shark attacks

Huh?

[35]
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Hidden Patterns?

- Hidden patterns and correlations 
Useful for actionable results
Modeling data
Decision making

[35]
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Accurate Data Modeling
Nikon Z5, ISO 2500, f1.8, 15s - White Rock, Overlook, NM
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Accurate Data Modeling
Nikon Z5, ISO 2500, f1.8, 15s - White Rock, Overlook, NM
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Accurate Data Modeling

Automatic Model Determination:
Estimates the number of latent features
using the stability and accuracy of the solutions via
a bootstrap approach

Nikon Z5, ISO 2500, f1.8, 15s - White Rock, Overlook, NM
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Unsupervised Anomaly Detection
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Detecting malicious anomalies is a significant challenge

81%
of the cyber espionage 
breaches involved phishing 

$3.86 million
average cost of a 
single security breach

80%
of data breaches involved 
compromised credentials 

9%
of the attacks generated 
alerts 

[12] [13]

[15][14]
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Motivation

Traditional anomaly detection methods:
− User Behavior Analysis based on matrix factorization is limited to 2 dimensions
− Popular Machine Learning models are black-box
− Rule-based indicators can fail to detect zero day attacks
− Supervised solutions need immense amount of labeled data

Non-negative Tensor decomposition for anomaly detection:
− Model multi-dimensional activity profile of the network events
− Produces interpretable results
− Detects a few anomalies hidden in a large REAL world data
− Generalize to unseen types of attacks that are out of the norm
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What do we want to detect?

Managed by Triad National Security, LLC, for the U.S. Department of Energy’s NNSA.Managed by Triad National Security, LLC, for the U.S. Department of Energy’s NNSA. LA-UR-23-28189 Presented at Los Alamos National Laboratory Student Symposium. August 1-3, 2023.

RTU #1

…

SCADA 
(Supervisory Control 
and Data Acquisition)

Channel 13

TransformerVoltage 
Meter

Feeder 
Terminal

Points/Nodes of Substation #1

RTU #N

…

Points/Nodes of Substation #N

…
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User Network Patterns

Users/devices create predictable patterns in time
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General Unsupervised Anomaly Detection Framework
Train Test

Model the normal behavior1

Get the tensor coordinates2

Obtain the anomaly scores3
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Tensor Details
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Tensor Details

Extremely Sparse

Large-scale analysis: 
tensors with up to 6 dimensions
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Tensor Details

Hunting for the needles 
in a haystack
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Tensor Details

Adding temporal information 
to the tensor makes the 

model more certain

1) User – Source – Destination - status
2) User – Source – Destination – Hour - status
3) User – Source – Destination – Hour – Day - status
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Performance
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Public Dataset & Software

github.com/lanl/pyCP_APR

csr.lanl.gov/data/2017/
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Data Privacy
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Motivation
ML and Recommender Systems

• ML has grown in popularity, including 

recommender systems

• Books, music, merchandise in e-commerce

• Companies gain customer loyalty and 

increase sales [16,17]



283/11/24

Traditional Collaborative Filtering

Clients Server Central
ML Model

User 
Data
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No Privacy!

Clients Server Central
ML 

Model

User 
Data

Private data <3

No!

GDPR
[18,19]
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Yes Privacy! Federated Collaborative Filtering

Clients Server Central
ML 

Model

Iterative 
Model 

Updates

Local
ML 

Models

[20,21]
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Problems: What if someone leaves?

Clients Server Central
ML 

Model

Iterative 
Model 

Updates

Local
ML 

Models

[22]
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Problems: Too many to fit in this title

Clients Server Central
ML 

Model

Iterative 
Model 

Updates

Local
ML 

Models

[23, 24]
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Solution = One-shot Federated Collaborative Filtering

Clients Server Central
ML 

Model

Single Round of 
CommunicationLocal

ML 
Models
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Method Summary
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Performance
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Performance

[1] Muhammad Ammad-Ud-Din, Elena Ivannikova, Suleiman A Khan, Were Oyomno, Qiang Fu, Kuan Eeik Tan, and Adrian Flanagan. 2019. Federated collaborative filtering for privacy-preserving personalized recommendation system. arXiv 
preprint arXiv:1901.09888 (2019).
[2] Di Chai, Leye Wang, Kai Chen, and Qiang Yang. 2020. Secure federated matrix factorization. IEEE Intelligent Systems 36, 5 (2020), 11–20.
[3] Yongjie Du, Deyun Zhou, Yu Xie, Jiao Shi, and Maoguo Gong. 2021. Federated matrix factorization for privacy-preserving recommender systems. Applied Soft Computing 111 (2021), 107700.
[4] Guanyu Lin, Feng Liang, Weike Pan, and Zhong Ming. 2020. Fedrec: Federated recommendation with explicit feedback. IEEE Intelligent Systems 36, 5 (2020), 21–30.
[5] K. Singhal, Hakim Sidahmed, Zachary Garrett, Shanshan Wu, Keith Rush, and Sushant Prakash. 2021. Federated Reconstruction: Partially Local Federated Learning. ArXiv abs/2102.03448 (2021).
[6] Chuhan Wu, Fangzhao Wu, Yang Cao, Yongfeng Huang, and Xing Xie. 2021. Fedgnn: Federated graph neural network for privacy-preserving recommendation. arXiv preprint arXiv:2102.04925 (2021).
[7] Enyue Yang, Yunfeng Huang, Feng Liang, Weike Pan, and Zhong Ming. 2021. FCMF: Federated collective matrix factorization for heterogeneous collaborative filtering. Knowledge-Based Systems 220 (2021), 106946.
[8] Liu Yang, Ben Tan, Bo Liu, Vincent W Zheng, Kai Chen, and Qiang Yang. 2021. Practical and Secure Federated Recommendation with Personalized Masks. arXiv preprint arXiv:2109.02464 (2021).
[9] JianFei Zhang and YuChen Jiang. 2021. A vertical federation recommendation method based on clustering and latent factor model. In International Conference on Electronic Information Engineering and Computer Science (EIECS). 362–366.
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Malware
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Malware is a problem!

13.5 million[25]

New malware specimens 
reported monthly

Growing Sophistication[28,29]

Capabilities of malware in the wild grow

1.3 billion[25]

Total reported malware 
malware specimens in 2022

$2.5 million[26]

Yearly average cost of 
malware to organizations

$4.62 million[27]

Cost of ransomware breach

Save Time & Reduce Cost[30]
ML can reduce response and recovery time
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Machine learning can help, but…

Novel Malware[31]

Majority of the solutions can not 
detect novel malware

Popular Supervised Methods[31]
Supervised models need a large quantity of 
labeled data, poorly generalize to new data

Expensive Labels[31]
Labeled malware data is expensive and 
time-consuming to obtain

Semi-supervised Methods[31]
The research community had not widely explored the application of 

semi- supervised learning to Windows malware detection

Class Imbalance[31]

Many solutions focus on detecting most 
prominent malware 
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Random Forest of Tensors (RFoT)
Bulk Semi-supervised Malware Family Classification

• Tensors are useful!

• Semi-supervised methods do help!

• Low quantity of labelled data 

      – no problem!
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HNFMk Classifier
Bulk Semi-supervised Malware Family Classification

X::1
Feature 1

Feature 1

Feature 2 Feature 3

Begin with 
Mode 1  

Unfolding

Wopt

Hopt

Cluster  
malware families

cluster quality >
threshold?

Subset in X corresponding to
samples in the cluster

predict the unknown 
based on the known 

?

1

2

3

kopt
?

?

?

 

for each        clusters kopt

No

NMFk

Yes

Current X

argmax  
along second

axis of W
If no known 

samples in the cluster, 
predict abstaining

X::2
X::3 

X

1

2 3

4

5
X::1 X::3 X::2

• Works well with low quantity of labelled data!

• Extreme class imbalance and a lot of classes?

      - no problem!

• Somewhat detects novel malware

• World record 2.9k malware families
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Address the shortcomings
Real-time semi-supervised malware characterization

Malware Detection Malware Family 
Classification

Malware-DNA

Identification of 
Novel Families

Malware-DNA Malware-DNA
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MalwareDNA[Patent: 10]

• Consider software as genomic DNA, and malware as mutations in DNA

• Discover the hidden hierarchical structure of malware in the genome

• Extract identifying malware signatures using tensor decomposition

Reject-option[32]

− Detects novel malware families

SmartTensors AI
[2,3]
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m

k

S3:
Calculate uniformity 
of each cluster 
(semi-supervised)

Not 
Uniform Cluster

W(subset)

Count Labels in 
the Clusters

W
H k

n

Signature 
Archive

Data
X SmartTensors AI
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Signature Archive

?
IDENTIFY 

CHARACTERISTICS

NEW MIXED DATA

PROJECT           TO ARCHIVE

90% 10%

?

?
Reject-option

Signature Archive

UNSEEN DATA
PROJECT         TO ARCHIVE UPDATE ARCHIVE

Signature Archive

NNLS

1

2

Identifying new Samples

Reject-option (selective classification)
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Selective Classification (Reject-option)

“the more I learn, the more I realize how much I do not know.”  -  Albert Einstein

“If knowledge is power, knowing what we do not know is wisdom” [32, 33]

Self-awareness for ML model to know when it does not know 

Withdraw from making a decision for uncertain predictions using confidence  
• Useful when a mistake is expensive

• Enable knowledge discovery: novel malware families
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Distribute the Computation with HPC: 
Scaling the experiments

W(n,kopt)

First NMFk

W(d,kopt) W(g,kopt)

W(a,kopt) W(c,kopt) W(f,kopt) W(h,kopt)

W(j,kopt)W(e,kopt)W(b,kopt)

X(n,kopt) X(d,kopt) X(g,kopt)

X(a,kopt) X(c,kopt)

X(b,kopt) X(e,kopt)

X(f,kopt)

X(j,kopt)

X(h,kopt)

Fig 2. Demonstration of the hierarchical application of NMFk and clustering of malware.

11 5 6 10 12 13 7 14 4 8 0 1 3 2 9
0

0.5

1

1.5
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NMFk
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NMFkNMFk NMFk
NMFk

NMFk

Example dendrogram to demonstrate hierarchical clustering 
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Distribute the Computation with HPC: 
Scaling the experiments
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Fig 2. Demonstration of the hierarchical application of NMFk and clustering of malware.
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Experiments
Using the EMBER-2018[34] dataset, we randomly sample 10,000 benign-ware, 

and malware specimens from families:

− Ramnit, Adposhel, Emotet, zusy

− Select Ramnit to represent a novel family.

*Area Under the Curve of Risk-Coverage[32]

Fig 6. Risk-Coverage (RC) curve when classifying the malware 
families and the benign-software, together with the area 
under the RC score (AURC). Here lower score is better, and the 
RC curve models the trade-off between the coverage and the 
accuracy. 

We achieve AURC* score of 0.02  : 
• At ~84% coverage: ~0.975 F1

• Identify ~100% of Ramnit as novel

• Surpasses supervised and semi-supervised 

baselines 
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Experiments – Quantity of Labelled Data
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Experiments – Class Imbalance
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Public Code:

github.com/lanl/T-ELF 

https://github.com/lanl/T-ELF
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Thank you!
Questions?
Contact: maksim@lanl.gov

maksimeren.com

smart-tensors.lanl.gov

mailto:maksim@lanl.gov
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